
ALEXANDROV’S SOAP BUBBLE THEOREM FOR POLYGONS

MARCO BONACINI, RICCARDO CRISTOFERI, AND IHSAN TOPALOGLU

Abstract. Regular polygons are characterized as area-constrained critical points of the
perimeter functional with respect to particular families of perturbations in the class of poly-
gons with a fixed number of sides. We also review recent results in the literature involving
other shape functionals as well as further open problems.

1. Introduction

Aleksandr Danilovich Alexandrov’s Soap Bubble Theorem, as proved in [Ale62a,Ale62b],
states that a compact, connected embedded hypersurface with constant mean curvature in
the Euclidean space Rd must be a sphere.

This characterization of the sphere is closely linked to the isoperimetric property of the
Euclidean ball: among all measurable sets in Rd having the same volume (d-dimensional
Lebesgue measure), the Euclidean ball uniquely minimizes the perimeter functional (under-
stood here in the sense of Renato Caccioppoli and Ennio De Giorgi, see [Fus04] for an extensive
review). The bridge connecting Alexandrov’s Theorem and the Isoperimetric Problem is es-
tablished through a cornerstone principle in the Calculus of Variations: a minimizing set E
must satisfy the first order necessary condition (criticality, or stationarity). This condition
is obtained by considering one-parameter families of competitors {Et}t∈R, with E0 = E, and
imposing that the first variation of the functional vanishes along any such volume-preserving
perturbation. For the perimeter functional, the condition entails

d

dt

∣∣∣
t=0

Per(Et) = 0, (1.1)

where Per(·) denotes the perimeter of a set. This condition precisely signifies that an optimal
set must have constant (distributional) mean curvature. Consequently, Alexandrov’s Theorem
characterizes balls as the sole volume-constrained critical points in the isoperimetric problem.1

Here we consider a two-dimensional discrete version of the aforementioned result, specifi-
cally when the ambient class is restricted to all (simple) polygons with a fixed number of sides.
According to the polygonal isoperimetric inequality, the regular polygon is the isoperimetric
set in this class, its boundary having the shortest length among all polygons with the same
area and same number of sides. This fact has been known since ancient times and can be
proved by various methods.

A discrete version of Alexandrov’s Theorem characterizes instead the regular polygon as
the sole area-constrained critical point of the perimeter. In the discrete context, the families
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of area-preserving perturbations employed to derive the criticality condition (1.1) must also
preserve both the polygonal structure and the number of sides. One way to proceed is to
identify the perimeter of an N -gon with a function of 2N real variables (the coordinates of
the vertices). Then it can be demonstrated that the regular N -gon is the only constrained
critical point of this function; an algebraic proof of this fact is presented in [Bl̊a05], see
also [Bog23] for an elegant geometric argument. Notice that this result also provides a proof of
the polygonal isoperimetric inequality, if one also proves the existence of an optimal polygon:
see again [Bog23].

In this article we identify a minimal class of variations that is sufficient to characterize the
regular polygon. We define three particular families of perturbations of a polygon: (i) parallel
movement of one side, (ii) rotation of one side around its midpoint, and (iii) movement of one
vertex parallel to the line joining the two adjacent vertices. Deformations of types (i) and (ii)
have already been considered in [BCT22, BF16, FV19]. These elementary deformations are
well-suited to compute the first variation as in (1.1) using basic calculus tools (Section 2).
Furthermore they are sufficiently general, as any variation that maintains the polygonal struc-
ture can be expressed using these deformations (Remark 2.6). Additionally, they can be used
to derive criticality conditions of various other shape functionals.

We show that imposing the criticality condition (1.1) with respect to all perturbations of
type (i)-(ii), or of type (ii)-(iii), characterizes the regular polygons as the sole critical polygons.
We present this as our main result below (see Figure 1 for the notation that appears in the
statement). We prove this result in Theorem 3.1 in Section 3.

Main Result (Alexandrov’s Theorem for polygons). Let P be a polygon with N ⩾ 3 vertices
such that for all i ∈ {1, . . . , N}

1

ℓi

(
ψ(θi) + ψ(θi+1)

)
=

Per(P)

2Area(P)
and ψ(θi)− ψ(θi+1) = 0, (1.2)

where ψ(θ) := csc(θ) + cot(θ), then P is a regular polygon.

Similarly, if P satisfies for all i ∈ {1, . . . , N}

ψ(θi)− ψ(θi+1) = 0 and cosα−
i − cosα+

i = 0, (1.3)

then P is a regular polygon.

Pi Pi+1

Pi−1

Pi+2
θi θi+1

ℓi

Pi−1 Pi+1

Pi

α−
i α+

i

Figure 1. Notation used in the statement of the Main Result depicting the
angles θi, θi+1, α

−
i , α

+
i , and the length ℓi of the side PiPi+1.
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The equations in (1.2) correspond to the criticality conditions with respect to perturbations
of type (i)-(ii), whereas the equations in (1.3) correspond to the criticality conditions with
respect to perturbations of type (ii)-(iii), see Section 2 for their derivations. We call this
theorem “Alexandrov’s Theorem for polygons” since the conditions (1.2) and (1.3) play the
role of the constant mean curvature condition of the classical Alexandov’s Theorem in the
discrete setting.

Our motivation for writing this article stems from various results and conjectures concern-
ing discrete counterparts of symmetry problems having the Euclidean ball as the solution.
The ball is indeed the optimal shape in numerous isoperimetric-type problems involving dif-
ferent functionals—examples include the fractional perimeter, the Riesz energy, the Cheeger
constant, and spectral functionals such as the first Dirichlet eigenvalue of the Laplacian. For
many of these problems, Alexandrov-type theorems have also been proved, not only charac-
terizing the ball as the optimal domain, but also as the sole critical point. It becomes natural
to seek discrete analogs, with a general expectation that the regular polygons should play the
role of the ball in the discrete context. In the concluding section we discuss some results in
the literature, as well as some open problems and conjectures.

2. Criticality Conditions

In this section we derive the criticality conditions for the perimeter functional under an
area constraint, with respect to the three particular classes of perturbations of a polygon, as
outlined in the Introduction.

We preliminarily fix some notation. In this paper, the term polygon will indicate an open
and bounded region of the plane R2 whose boundary is given by a closed, connected curve
consisting of finitely many line segments (sides), where only consecutive segments intersect
at their endpoints (vertices). The class of polygons with N ⩾ 3 vertices is denoted by PN .
The perimeter and the area of a polygon P are denoted by Per(P) and |P|, respectively.

Given two points P,Q ∈ R2, we denote by PQ := {tP + (1 − t)Q : t ∈ [0, 1]} the segment
joining P and Q. For N ⩾ 3, let P ∈ PN be a polygon with N vertices P1, . . . , PN . For
notational convenience we also set P0 := PN , PN+1 := P1. For i ∈ {1, . . . , N} we let:

• νi be the exterior unit normal to the side PiPi+1,
• ℓi be the length of the side PiPi+1,
• θi be the interior angle at the vertex Pi,
• Mi be the midpoint of the side PiPi+1.

Given a polygon P ∈ PN with N ⩾ 3 vertices P1, . . . , PN we define the three classes of
perturbations specifically as follows.

Definition 2.1 (Sliding of one side). Fix a side PiPi+1, i ∈ {1, . . . , N}. For t ∈ R with
|t| sufficiently small, we define the polygon Pt ∈ PN with vertices P t

1, . . . , P
t
N obtained as

follows (see Figure 2):

(i) all vertices except Pi and Pi+1 are fixed, i.e.

P t
j := Pj for all j ∈ {1, . . . , N}\{i, i+ 1};

(ii) the vertices P t
i and P t

i+1 lie on the lines containing Pi−1Pi and Pi+1Pi+2, respectively;

(iii) the side P t
i P

t
i+1 is parallel to PiPi+1 and at a distance |t| from PiPi+1, in the direction

of νi if t > 0 and in the direction of −νi if t < 0.
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Pi−1

Pi+2

P t
i P t

i+1

νi

t

Pt

θi θi+1

Figure 2. A polygon P and its variation Pt (shaded region) as in Defini-
tion 2.1, obtained by sliding the side PiPi+1 in the normal direction at a
distance t > 0.

Definition 2.2 (Tilting of one side). Fix a side PiPi+1, i ∈ {1, . . . , N}. For t ∈ R with
|t| sufficiently small, we define the polygon Pt ∈ PN with vertices P t

1, . . . , P
t
N obtained as

follows (see Figure 3):

(i) all vertices except Pi and Pi+1 are fixed, i.e.

P t
j := Pj for all j ∈ {1, . . . , N}\{i, i+ 1};

(ii) the vertices P t
i and P t

i+1 lie on the lines containing Pi−1Pi and Pi+1Pi+2, respectively;

(iii) the line containing P t
i P

t
i+1 is obtained by rotating the line containing PiPi+1 around

the midpoint Mi of PiPi+1 by an angle of amplitude |t|;
(iv) the direction of rotation is such that for t > 0 the angle θi is decreased by |t| and

θi+1 is increased by |t|, whereas for t < 0 the angle θi is increased by |t| and θi+1 is
decreased by |t|.

Pi Pi+1

Pi−1

Pi+2

Mi

P t
i+1

P t
i

Pt

t
θi θi+1

Figure 3. A polygon P and its variation Pt (shaded region) as in Defini-
tion 2.2, obtained by tilting the side PiPi+1 around its midpoint Mi by an
angle t > 0.

Definition 2.3 (Moving of one vertex). Fix three consecutive vertices Pi−1, Pi, Pi+1, i ∈
{1, . . . , N}, of the polygon P. For t ∈ R with |t| sufficiently small, we define the polygon
Pt ∈ PN with vertices P t

1, . . . , P
t
N obtained as follows (see Figure 4):

(i) all vertices except Pi are fixed, i.e., P t
j := Pj for all j ∈ {1, . . . , N}\{i};
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(ii) the vertex P t
i is given by

P t
i = Pi + t

Pi+1 − Pi−1

|Pi+1 − Pi−1|
,

that is, P t
i lies on the line through Pi parallel to the diagonal Pi−1Pi+1, at a distance

|t| from Pi.

Pi−1 Pi+1

Pi P t
it

α−
i α+

i

Figure 4. A polygon P and its variation Pt (shaded region) as in Defini-
tion 2.3, obtained by moving the vertex Pi parallel to the diagonal Pi−1Pi+1

at a distance t > 0.

Definition 2.4 (Stationarity). Let P ∈ PN and let {Pt}t be a one-parameter deformation of
P, such as those considered before. We say that P is stationary (for the perimeter functional)
with respect to the variation {Pt}t under area constraint if

d

dt

(
Per(Pt)

|Pt|1/2

) ∣∣∣∣
t=0

= 0. (2.1)

In the following theorem we derive the stationarity conditions under area constraint for a
polygon P ∈ PN with respect to the previous three classes of perturbations. Two of these
conditions are expressed in terms of the function

ψ(θ) :=
1

sin(θ)
+ cot(θ). (2.2)

Theorem 2.5 (Stationarity conditions). A polygon P ∈ PN is stationary with respect to
the sliding variation as in Definition 2.1 on the i-th side, for i ∈ {1, . . . , N}, under area
constraint if and only if

1

ℓi

(
ψ(θi) + ψ(θi+1)

)
=

Per(P)

2|P|
, (2.3)

where ψ is defined in (2.2).
A polygon P ∈ PN is stationary with respect to the tilting variation as in Definition 2.2

on the i-th side, for i ∈ {1, . . . , N}, under area constraint if and only if

ψ(θi)− ψ(θi+1) = 0. (2.4)
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A polygon P ∈ PN is stationary with respect to the moving of the i-th vertex as in Defini-
tion 2.3, for i ∈ {1, . . . , N}, under area constraint if and only if

cosα−
i − cosα+

i = 0, (2.5)

where α−
i ∈ (0, π) is the angle between Pi−1Pi+1 and Pi−1Pi, and α+

i ∈ (0, π) is the angle

between Pi−1Pi+1 and PiPi+1, see Figure 4.

Proof. To obtain the stationarity conditions, we first express the area and the perimeter of the
perturbed polygon Pt as a function of the variable t (up the first order); we then differentiate
the quotient in (2.1) with respect to t and set it equal to zero.

As in [BF16, pp. 103–106], the first variations of the area and of the perimeter with respect
to the sliding perturbation in Definition 2.1 can be obtained from the identities

|Pt| = |P|+ ℓit+ o(t), Per(Pt) = Per(P) + t
(
ψ(θi) + ψ(θi+1)

)
where o(t)

t → 0 as t → 0. These formulas are simple consequences of geometric and trigono-
metric arguments. Hence,

d

dt

(
Per(Pt)

|Pt|1/2

) ∣∣∣∣
t=0

=
1

|P|

((
ψ(θi) + ψ(θi+1)

)
|P|1/2 − ℓi

2|P|1/2
Per(P)

)
= 0

implies condition (2.3).
Similarly, the first variations of the area and of the perimeter with respect to the tilting

perturbation in Definition 2.2 are obtained from the identities (see also [BF16, pp. 103–106])

|Pt| = |P|+ o(t),

Per(Pt) = Per(P)− ℓi +
ℓi
2

(
sin θi+1 − sin t

sin(θi+1 + t)
+

sin θi + sin t

sin(θi − t)

)
.

Namely,

d

dt

(
Per(Pt)

|Pt|1/2

) ∣∣∣∣
t=0

=
ℓi

2|P|1/2
d

dt

(
sin θi+1 − sin t

sin(θi+1 + t)
+

sin θi + sin t

sin(θi − t)

)∣∣∣∣
t=0

=
ℓi

2|P|1/2

(
1

sin θi
+ cot θi −

1

sin θi+1
− cot θi+1

)
= 0,

and the condition (2.4) follows.
Finally, the first variations of the area and of the perimeter with respect to the perturbation

in Definition 2.3 follow from elementary geometric arguments. Since this perturbation is area
preserving we have that |Pt| = |P|. On the other hand,

Per(Pt) = Per(P) +
√
ℓ2i−1 + 2tℓi−1 cosα

−
i + t2 − ℓi−1

+
√
ℓ2i − 2tℓi cosα

+
i + t2 − ℓi

= Per(P) + t(cosα−
i − cosα+

i ) + o(t)

as t→ 0. Hence, from

d

dt

(
Per(Pt)

|Pt|1/2

) ∣∣∣∣
t=0

=
1

|P|1/2
(
cosα−

i − cosα+
i

)
= 0

the condition (2.5) follows. □
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Remark 2.6. We observe that any variation of a polygon P ∈ PN can be expressed in terms
of the sliding and tilting variations as in Definitions 2.1–2.2. Indeed, let P ′ ∈ PN be any
polygon with vertices {P ′

1, . . . , P
′
N} sufficiently close to those of P. To prove the property, by

iteration it is enough to consider the case where P and P ′ differ only by one vertex, say Pi

(hence Pj = P ′
j for all j ̸= i).

We first observe that given a side PjPj+1 we can define a family of variations, similar
to the tilting perturbation in Definition 2.2, by rotating one side with respect to one of its
endpoints, say Pj (so that Pj remains fixed and Pj+1 moves along the line containing the

segment Pj+1Pj+2). Such a variation can be easily obtained as the result of a composition of
our sliding and tilting variations.

Now, if P and P ′ differ only by the i-th vertex, we can first rotate the side Pi−1Pi around
Pi−1, so that the rotated side is contained in the line passing through Pi−1 and P ′

i . Then we

rotate the side PiPi+1 around the point Pi+1 to align it with P ′
iPi+1. After these two variations

the polygon P is transformed into P ′. Since by the previous observation the rotation about
a vertex is a combination of sliding and tilting variations, the claim is proved.

3. Alexandrov’s Theorem for Polygons

In the following theorem we observe that the stationarity conditions with respect to two of
the three families of perturbations considered in Theorem 2.5 (namely, sliding & tilting, or
tilting & moving of one vertex) uniquely characterize the regular polygons.

Theorem 3.1 (Alexandrov’s Theorem for polygons). If P ∈ PN satisfies conditions (2.3)–
(2.4), or conditions (2.4)–(2.5), for all i ∈ {1, . . . , N}, then P is a regular polygon.

Proof. Suppose (2.3) and (2.4) hold for all i ∈ {1, . . . , N}. Then, by (2.4), we have that
ψ(θi) = λ for some λ ∈ R and for all i ∈ {1, . . . , N}. Hence the condition (2.3) yields

ℓi =
4λ|P|
Per(P)

for all i ∈ {1, . . . , N},

i.e., P is equilateral. Now, since ψ′(θ) < 0 on (0, 2π) the function ψ is injective, and (2.4)
yields θi = θi+1 for all i ∈ {1, . . . , N}, i.e., P is equiangular.

Suppose (2.4) and (2.5) hold for all i ∈ {1, . . . , N}. Since the cosine function is injective on
(0, π), the condition (2.5) implies that α−

i = α+
i for all i ∈ {1, . . . , N}, hence, P is equilateral.

Again, by (2.4) we obtain that P is equiangular. □

Remark 3.2. In the case N = 3 the stationarity condition (2.3) with respect to the sliding
variation is always satisfied by any triangle. Indeed, if {Pt} is the variation in Definition 2.1

of a triangle P, then Pt is a triangle similar to P, so that scaling Pt by a factor ( |P|
|Pt|)

1/2 gives

back the starting triangle P; hence

0 =
d

dt

∣∣∣∣
t=0

Per

((
|P|
|Pt|

) 1
2

Pt

)
= |P|

1
2
d

dt

(
Per(Pt)

|Pt|1/2

) ∣∣∣∣
t=0

so that the stationarity condition (2.1) is always satisfied for this variation.
The equilateral triangle is then characterized either by the sole condition (2.4) or by the sole

condition (2.5). Notice also that imposing (2.4) on a single side (or (2.5) on a single vertex)
yields an isosceles triangle; therefore to characterize the equilateral triangle it is sufficient to
impose condition (2.4) only on two sides (or (2.5) only on two vertices).
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Remark 3.3. From the proof of Theorem 3.1 it is clear that the stationarity conditions with
respect to the tilting variation and with respect to the movement of one vertex characterize
the class of equiangular and equilateral polygons, respectively. More precisely, we have that
for a polygon P ∈ PN with N ⩾ 3:

• P satisfies (2.4) for all i ∈ {1, . . . , N} if and only if P is equiangular;
• P satisfies (2.5) for all i ∈ {1, . . . , N} if and only if P is equilateral.

It is an open question as to whether it is possible to characterize by a similar geometric
condition the class of polygons P ∈ PN which obey the criticality condition (2.3) with respect
to the sliding variation. For N = 3, all triangles satisfy (2.3), as observed in Remark 3.2.
For N = 4, (2.3) is satisfied by all kites (i.e., quadrilaterals symmetric with respect to their
reflection across at least one diagonal). It is an open question as to whether there are other
quadrilaterals satisfying (2.3). For general N even, all N -gons which are reflection-symmetric
with respect to the bisectors of their angles satisfy (2.3).

4. Further Results and Conjectures

Several classical functionals from shape optimization share with the Euclidean perimeter
the property that the only optimal domains are balls. Among these functionals, of paramount
importance are the torsional rigidity, the principal (first Dirichlet) eigenvalue of the Laplacian,
or the logarithmic capacity, defined for Ω ⊂ Rd as

τ(Ω) := − inf
u∈H1

0 (Ω)

∫
Ω

(
|∇u|2 − 2u

)
dx, λ1(Ω) := inf

u∈H1
0 (Ω)\{0}

∫
Ω |∇u|2 dx∫
Ω u

2 dx
,

cap(Ω) := exp
(
− lim

|x|→∞
(u(x)− log |x|)

)
,

respectively. Here H1
0 (Ω) denotes the space of functions in the Sobolev space H1(Ω) =

W 1,2(Ω) which vanish on the boundary of Ω. In the definition of cap the function u is the
log-equilibrium potential of Ω and satisfies ∆u = 0 in R2\Ω, u = 0 on ∂Ω, and u(x) ∼ log |x|
as |x| → +∞. It is then natural to look at discrete problems where these functionals are
restricted to the class of polygons with a fixed number of sides. In their seminal monograph
[PS51], George Pólya and Gábor Szegő conjectured that regular polygons are optimal for
the torsional rigidity τ and the principal eigenvalue of the Laplacian λ1. They proved this
conjecture for triangles and quadrilaterals using Steiner symmetrization. Whether regular
N -gons with N ⩾ 5 are optimal for these two functionals are considered as important open
problems in shape optimization. One can further wonder whether the regular polygon is
characterized by the stationarity conditions with respect to the families of perturbations
as defined in Section 2, i.e., whether a discrete Alexandrov-type theorem for these spectral
functionals holds. To date, the optimality of the regular polygon for every N ⩾ 3 has only
been obtained by Alexander Yu. Solynin and Victor Zalgaller [SZ04] for the logarithmic
capacity cap, and by Dorin Bucur and Ilaria Fragalà [BF16] for the Cheeger constant

h(Ω) := inf
{Per(A;R2)

|A|
: A ⊂ Ω measurable

}
.

Furthermore, Ilaria Fragalà and Bozhidar Velichkov [FV19] showed that equilateral triangles
are characterized as the sole critical points of τ and λ1 with respect to the tilting variations
as defined in Definition 2.2.
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Recently, optimization over polygons of nonlocal interaction functionals such as the frac-
tional perimeter or Riesz-type energies

Pers(Ω) :=

∫
Ω

∫
Rd\Ω

dx dy

|x− y|d+s
, R(Ω) :=

∫
Ω

∫
Ω
K(|x− y|) dx dy

have also attracted interest. Here s ∈ (0, 1) and K is a nonnegative function such that
r 7→ rd−1K(r) is locally integrable on R. When K is strictly decreasing and C1, in [BCT22]
we observed that in this case Pólya and Szegő’s argument allows one to conclude that among
triangles and quadrilaterals the regular polygon maximizes R. In the same paper we conjec-
tured that this result holds for every regular polygon with N ⩾ 3 when the energy functional
is defined via Riesz kernels K(|x|) = |x|−α with 0 < α < 2. Quite surprisingly, Beniamin
Bogosel, Dorin Bucur, and Ilaria Fragalà [BBF24] recently showed that this conjecture is
false for more general kernels. Indeed, for Riesz-type kernels with positive powers, i.e., for
K(|x|) = −|x|k with k > 0, they showed that for even N ⩾ 6, there exists a critical k̄ such that
for k ⩾ k̄ the regular polygon is not the maximizer of the Riesz-type energy R. An analogous
property is proved for characteristic kernels K(|x|) = χ[0,r](|x|) for suitable r (depending on
N). Interestingly, only for k = 2 and k = 4 were they able to prove that the regular N -gon
minimizes R among all N -gons with N ⩾ 3 via a polygonal Hardy-Littlewood inequality.

Related to Alexandrov’s Soap Bubble Theorem, in [BCT22] we also showed that, under an
area or a perimeter constraint, the equilateral triangle and the square are the only stationary
polygons with N = 3 and N = 4 sides, respectively, with respect to the sliding and tilting
deformations in Definitions 2.1 and 2.2; a proof in the general case N ⩾ 5 is still missing.
We also mention that the same rigidity theorem has been proved in [BBF24] for all N ⩾ 3
for characteristic kernels K(|x|) = χ[0,r](|x|) with sufficiently small support (depending on N ,
which in some sense makes the problem more local).

Obtaining the minimality of the regular polygon for the functional Pers as well as its
characterization as the only critical point with respect to certain classes of perturbations are
further open problems.
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Hardy–Littlewood and Riesz inequalities, Math. Ann. 389 (2024), no. 2, 1835–1882.
[BCT22] Marco Bonacini, Riccardo Cristoferi, and Ihsan Topaloglu, Riesz-type inequalities and overdetermined

problems for triangles and quadrilaterals, J. Geom. Anal. 32 (2022), no. 2, Paper No. 48, 31.
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